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PREDICTIONS

 DEJAN MILOJICIC: What does silicon photonics (SiPh) 
mean to you?

 KEREN BERGMAN: It’s tremendously challenging to 
integrate photonics on a large scale. Photonic tech-
nology primarily deployed in the telecommunications 
(telecom) industry consists of few integrated compo-
nents, typically lasers, modulators, and receivers. SiPh 
is ushering in a new era  where we can think of inte-
grating hundreds to thousands of devices into com-
plex photonic-integrated circuits with a design and 
fabrication scalability similar to CMOS. SiPh is open-
ing up new applications at the intersection of photon-
ics and computing.

 RAY BEAUSOLEIL: The push to build 
bigger, better, and faster computers has 
accelerated over the past decade due 
to applications like big data and ma-
chine learning. In high-performance 
computing (HPC), the push to exas-
cale performance has put a strain 
on existing data communications 
technologies. This pressure will get 
worse as the industry implements 

next-generation heterogeneous architectures for ad-
vanced artificial intelligence (AI) workloads. I don’t see 
any route to affordable interconnects for these applica-
tions without SiPh.

 MILOJICIC: I have heard the phrase from Norm Jouppi 
(who might have heard it from others) that “ions are 
best for storing information, electrons for computing, 
and photons for communication.” Photonics in the form 
of optical networks have been used at larger distances, 
while electrons in the form of packet-switching inter-
connects have been resisting the adoption of photonics. 
Has the time arrived for this to change?

 BERGMAN:  I agree. Fundamentally, communications 
with photons are advantageous in terms of bandwidth 
density: we can pack multiple wavelength channels in 
a single low-loss waveguide/fiber. The key question 
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is, where is the optimal place to put 
the interface between the electronic 
and optical domains? SiPh is push-
ing that interface closer to the chip, 
and perhaps on chip in the future. 
Electronic interconnects are supe-
rior for ultrashort intrachip con-
nectivity, but because energy costs 
are too high, they cannot drive that 
bandwidth off chip. The ultimate 
goal is for SiPh to deliver “chip-es-
cape” bandwidth and carry the da-
ta’s movement across the system.
Packet switching is another matter. 
Photon ics is essent ia l ly a ci rc u it 
switch technology. This is because 
some form of buffering/memory is 
needed to perform packet switch-
ing. Optics is not a great technology 
for bu f fer i ng or memor y because 
the photons do not like to stay still. 
Besides, driving optical switching 
at high speeds is expensive from an 
energy standpoint. But optical cir-
cuit switching can play an important 
role in system design, together with 
electronic packet switching. We are 
developing new photonic architec-
tures that take advantage of this and 
prov ide—t h roug h opt ica l ci rc u it 
switched paths—direct, high-band-
width connectivity across the sys-
tem. Emerging system architectures 
with disaggregation can take advan-
tage of f lexible optical connectivity.

 BEAUSOLEIL: I like Keren’s answer 
so much that instead of answering 
your question, I’ll challenge the claim 
that electrons are always best for com-
puting. We’ve published a few papers 
recently that propose photonic accel-
erators for some machine learning and 
optimization applications. I think that 
this is especially true once the data are 
already available in an optical format 
in the interconnect.

 MILOJICIC: SiPh has been gaining 
substantial popularity in the past 10 or 

more years. What are some of key tech-
nological enablers that may influence 
the adoption of SiPh?

 BERGMAN: The relatively high cost 
of SiPh is dominated by assembly and 
packaging. Laser sources for multiple 
wavelength channels are also a key is-
sue. Comb lasers that can generate tens 
or even hundreds of wavelength chan-
nels from a single source are perhaps 
one of the most promising game chang-
ers for enabling SiPh interconnects.

 BEAUSOLEIL:  Keren’s right about 
cost being the limiting factor at this 
point in time. Even with new technol-
ogies like comb lasers, assembly and 
packaging won’t drop significantly in 
cost until there’s an open ecosystem 
for SiPh that’s similar to that of CMOS. 
Historically, SiPh has been driven by 
companies that deploy a vertically in-
tegrated business model where they 
exclusively own much of the intellec-
tual property involved in the design 
and assembly of SiPh components. 
With its steep entrance barrier, the 
vertical model stifles innovation and 
tends to favor established players 
in the space. A horizontal business 
model for SiPh similar to the foundry 
and outsourced assembly and test 
model that has been common in the 
semiconductor industry would make 
a huge difference.

 MILOJICIC: In terms of speeds, feeds, 
and power, how does SiPh compare to 
traditional communication based on 
electrons?

 BERGMAN: The key is bandwidth 
density and the fact that we can place 
multiple wavelength channels, each 
modulated with  high-speed data, all 
onto the same “wire” or waveguide. 
For example, a 64-channel link with 
each wavelength modulated at 25 Gb/s 
can carry 1.6 Tb/s. The modulation 

is performed by electronic drivers 
and the receiver is electronic, so the 
energy consumption scales with the 
data rates per channel. The current re-
search designs are targeting a photonic
-link energy consumption of ~1 pJ/b.

 BEAUSOLEIL: I think that speeds 
and feeds, which are specific to the 
point-to-point connections that inter-
connects use today, sort of disguise the 
real potential of multiple-wavelength 
SiPh. Wavelength is another knob that 
we could use to change the system-level 
network architecture for new machine 
learning workloads. We are research-
ing these now.

 MILOJICIC: How would SiPh impact 
the reliability of components and sys-
tems as a whole. Some previous optical 
solutions required substantial tem-
perature calibration. What is the situ-
ation with SiPh?

 BERGMAN:  With SiPh and CMOS-
based wafer-scale manufacturing, the 
defect rate has been substantially re-
duced and yields are improving. The 
laser sources present reliability chal-
lenges for co-integration with SiPh and 
are separately packaged.

 BEAUSOLEIL: Keren’s right. At this 
point, SiPh components themselves 
are comparatively reliable: most of the 
implementations of SiPh dies use good 
old-fashioned, 65-nm, design-rule pro-
cess flows. The laser is where all of the 
reliability studies are focused now.

 MILOJICIC: Security is traditionally 
linked to communication, especial-
 ly the encryption of data in f light. 
Does SiPh open any new opportuni-
ties to make systems and data more 
secure?

 BERGMAN:  Secure data commu-
nication and quantum encryption 
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demonstrated in fiber optics can defi-
nitely be incorporated into SiPh links. 
I can see some possibilities at the sys-
tem level but using the wavelength 
domain to create secure communica-
tion subnetworks.

BEAUSOLEIL: As I said before, once 
the data are optical, then optical com-
puting becomes easier. I have a few 
crackpot ideas about how to do opti-
cal-layer encryption and decryption 
of the data at the link endpoints that 
might be worth pursuing someday.

MILOJICIC: Would SiPh affect pack-
aging and production of overall sys-
tems, and how?

BERGMAN: Absolutely, packaging is 
the key challenge to realizing SiPh at 
the system level. We’ve solved a great 
deal of the chip-level fabrication prob-
lems, and now it’s all about packaging, 
packaging, packaging. At the moment, 
it’s the “Wild West,” with numerous 
approaches.

BEAUSOLEIL: Well, at the system 
level, I don’t think the impact of packag-
ing (… packaging, packaging … is there 
an echo in here?) will be enormous, if 
we can perfect blind-mate, single-mode, 
fiber-array connectors at faceplates.  
But this is a pretty big challenge.

MILOJICIC: How will SiPh affect 
other components, such as computa-
tion or memories? For example, would 
it affect endpoints such as memories 
and computational cores (CPUs or ac-
celerators)? Is there an opportunity 
for influence in another direction, 
that is, if the design of memories and 
compute  change, could that affect 
the implementation and deployment 
of SiPh?

BERGMAN: SiPh can break open the 
chip input/output (IO) bottleneck. 
Today we have CPUs and accelerators 
on an interposer with memory to pro-
vide needed high-bandwidth GPU/
memory communications. With SiPh, 

we can bring the same (and higher) 
high-bandwidth communication be-
yond the interposer and across the 
system, with the same low energy 
consumption. This could mean that 
instead of fighting for room on the 
number of high-bandwidth memory 
modules we can fit on the interposer 
next to the GPUs, we can imagine a 
much larger number of GPUs, CPUs, 
and memory all interconnected using 
a photonic fabric, and no longer lim-
ited by the size of the interposer. The 
system architecture can have a “flat-
ter” communication because the cost 
of moving data on the chip is equiva-
lent to moving data anywhere in the 
system. Of course, latency still plays 
a role as time of flight will always be 
limited by the speed of light.

BEAUSOLEIL: I would love to see 
someone bu i ld a n on-ch ip den se 
wavelength division multiplexing in-
terconnect for many-core CPUs! This 
is exactly what we proposed at the In-
ternational Symposium on Computer 
Architecture back in 2008; we called 
it Corona, after the sun (not the beer). 
We also invented a cool on-chip com-
puter that could resolve network col-
lisions in approximately eight 3-GHz 
clock cycles. Perhaps I’m “getting 
high on my own supply” here, but I 
think that driving SiPh down to the 
millimeter scale would have a pro-
found effect on chip design.

MILOJICIC: What are use cases and 
traffic patterns that can benefit the 
most from SiPh? Are these related to 
large bandwidth or short latency, or 
anywhere in between?

BERGMAN: SiPh interconnects will 
bring the most benefit to the traffic 
patterns that require large band-
widths with relatively steady con-
nectivity. The best cases are where 
we can set up needed connectivity 
among the computing resources with 
transparent optical paths through 
circuit switches and then let the 
workloads run.

BEAUSOLEIL: Back when I was just a 
kid (so about 10 years ago), I wrote a 
paper with Moray McLaren and Jouppi 
that looked at the impact of SiPh and 
the Hyper-X network topology on 
three very different workloads: ran-
dom-access memory (giga-updates 
per second), MapReduce, and multi-
dimensional fast Fourier transform. 
We saw significant improvements in 
performance across all three.

MILOJICIC: Are there specific topolo-
gies that could benefit more from SiPh; 
for example, all-to-all architectures? 
If so, would that affect programming 
models at all, or it would be a com-
pletely transparent change. Even if 
it could be a transparent change, if it 
is accounted for, could programmers 
benefit from it?

BERGMAN: The SiPh interfaces do not 
depend on topology. They will provide 
10–100 times the bandwidth to/from 
the system’s endpoints and the elec-
tronic switch fabrics. From a program-
mer perspective, the benefits would 
come from rethinking the scaling and 
placement of the workloads. If we think 
of the available internode and mem-
ory bandwidths in terms of bytes/flop, 
this ratio would increase by 10–100 
times. Beyond this, we can think of 
incorporating optical switching and 
wavelength-selective functions in the 
system’s interconnection network. This 
would provide further capabilities, 
for example, of composable systems 
within disaggregated architectures, 
and of using some optical data-move-
ment functionalities like wavelength 
multicasting. This research is currently 
being explored together with the co-de-
sign of new programming models that 
can take advantage of these photonic 
architectures.

BEAUSOLEIL: When we were work-
ing on The Machine at Hewlett Pack-
ard Labs (a radically memory-driven 
computer architecture), I spent quite 
a bit of time talking to program-
mers about the impact of photonic 
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interconnects on bandwidth, latency, 
and so on. It was pretty difficult go-
ing at first because their mental mod-
els were founded on old-fashioned 
interconnects. Eve nt u a l ly, I pro-
posed that they pretend the network 
had infinite bandwidth per channel, 
zero collisions, and zero latency. Of 
course, this is ridiculous, but this 
framework allowed them to re-eval-
uate their previous assumptions, and 
we started to make progress. It was 
a lot of fun, and I learned a lot from 
them all.

MILOJICIC:  Where do you see the 
largest business impact of SiPh?

BERGMAN: In scaling AI and data an-
alytics systems.

BEAUSOLEIL: At this point in time, 
I agree.

MILOJICIC: Are there any special in-
dustry verticals that could benefit from 
SiPh, for example, HPC?

BERGMAN: The explosion of machine 
learning and data analytics is trans-
forming HPC and data centers. This 
sector is at the forefront of benefiting 
from SiPh.

BEAUSOLEIL: Anywhere data are 
communicated over distances of 10 m  
will ultimately use SiPh. Take your 
pick: automotive, aerospace, smart 
buildings, … even telecom. As prices 
drop, everyone will adopt.

MILOJICIC: Is there a unified approach 
to SiPh, or are there thousands of flowers 
blooming, usually resulting in a need to 
standardize? If so, what are these stan-
dards and standards bodies, or is it too 
early to even think about it? They say that 
standardization needs to come at just  
the right time; not too early, not too late?

BERGMAN: There are definitely stan-
dards bodies, from both the Ph industry 
and system vendors (open compute and 

so on), but it is still early and there are 
multiple approaches. This is the right 
time, and it is needed for standardization 
to evolve further, especially in narrow-
ing down the packaging.

BEAUSOLEIL: Well, my music player 
is set to repeat here: there won’t be any 
relevant standards bodies in a vertical 
industry. So far, I think that the attempts 
to standardize photonics have been 
thinly veiled to squeeze margins out 
of suppliers.

MILOJICIC: Open source has taken 
the whole software community by 
storm, and as of recently, there is a 
movement toward open compute. Is 
there an equivalent open SiPh?

BERGMAN: It is still a siloed industry, 
with individual vendors developing 
proprietary technologies.

BEAUSOLEIL:  Yes, see my previous 
comments. We need to push an open 
ecosystem that supports a horizontal 
SiPh industry.

MILOJICIC:  We are seeing a lot of 
changes recently with the end of 
Moore’s law, a lot of heterogeneity in-
troduced by specialized accelerators, 
researchers revisiting quantum and/
or quantum-like computing, and so 
forth. Do you think that SiPh is here 
to stay, or perhaps a new type of com-
puting (and memory, for that matter) 
may require even more sophisticated 
interconnects? In other words, is there 
anything else, even beyond the hori-
zon of SiPh?

BERGMAN:  Yes, absolutely. SiPh 
breaks open the chip IO bottleneck—
enabling ultrahigh-bandwidth con-
nectivity that we now have at the 
chip—to go systemwide. This is a 
game-changer, especially for hetero-
geneous systems. SiPh can enable 
“deeply disaggregated” systems and 
an interconnect fabric that provides 
immense communication scalability.

BEAUSOLEIL: I think Keren is right. 
SiPh will be critical for enabling dis-
aggregated compute architectures that 
place memory and memory multi-
plexing at the center of the universe, 
instead of CPUs. This also means that 
board-based hardware accelerators 
that can be added to racks as needed 
will become popular in HPC instal-
lations that support a wide variety 
of workloads. I’m still waiting for 
nonvolatile memory; when we get 
it, it will be huge and absolutely re-
quire SiPh.

MILOJICIC: Any closing thoughts on 
the future of accelerators?

BERGMAN: We are at an inflec-
tion point. SiPh is poised to provide 
the flexible connectivity and high- 
bandwidth communications exactly 
needed for the new generation of 
heterogeneous systems.

BEAUSOLEIL: I don’t think that a gen-
eral-purpose zetaflop machine based 
on CMOS will ever be built. Accelera-
tors (optical, neuromorphic, quantum, 
and so forth) will be the only way to 
achieve zetascale performance on par-
ticularly important (but relatively nar-
row) problems. 
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