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Modern data centers increasingly rely on interconnects for delivering critical communications connectivity among
numerous servers, memory, and computation resources. Data center interconnects turned to optical communications
almost a decade ago, and the recent acceleration in data center requirements is expected to further drive photonic
interconnect technologies deeper into the systems architecture. This review paper analyzes optical technologies that
will enable next-generation data center optical interconnects. Recent progress addressing the challenges of terabit/s
links and networks at the laser, modulator, photodiode, and switch levels is reported and summarized. ©2018Optical
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1. INTRODUCTION

The explosive growth of Internet Protocol (IP) traffic is driving
data centers to the so-called “Zettabyte Era,” as predicted by the
Cisco Report [1,2] that expects annual global IP traffic to reach
over 2.2 zettabytes/year by 2020. Much of this increase in traffic is
dominated by video services and associated machine-learning
applications. Predictions indicate that video traffic will be over
80% of all IP traffic by 2020—essentially that every second, one
million minutes of video will cross the network.

The dramatic growth of cloud computing is further underscor-
ing the need for vast access to data, compute, and storage resour-
ces. To accommodate these demands, the trend has been toward
mega-data centers with hundreds of thousands of servers that
benefit from economies of scale [3].

Despite the aforementioned tremendous growth of traffic into
and out of the data center, the nature of the applications requires
that at least three quarters of the traffic stay internal to the data
center. This internal traffic is often referred to as east–west traffic
(as opposed to north–south traffic that enters and exits the data
center). For many data centers, the relative percentage of east–
west traffic remains approximately the same as the traffic increases
[2]. For some applications, such as those in Facebook, the internal
traffic may be several orders of magnitude greater [4]. In addition
to the internal traffic required to build web pages and search in-
dices, relatively recent machine-learning applications are driving
increasing amounts of both computation and traffic on the data
center interconnection network. This increase can be seen as a
result of the availability of large data sets (“big data”), increased
computational capabilities, and advances in machine-learning
algorithms [5]. Applications and network architectures drive
the traffic patterns in the computer network. In both Google
and Facebook, much of the computation does not fit on a single
server, partly due to the large sizes of the data sets [4,6].

Data center power consumption is also a matter of significant
importance. Not only is delivering more than 100 MW challeng-
ing for data center operators (in particular in terms of grid acces-
sibility and reliability), operators must also be responsive to the
increased public concerns about climate change and environmen-
tal issues, and the ultimate ecological footprint of data center ac-
tivities [7]. From 1.5% of the total energy consumed in the U.S.
at a cost of $4.5B, the energy consumption of data centers has
been predicted to triple by 2020 [8–10]. With this concern in
mind, many large companies have made extensive efforts to re-
duce energy consumption. Future data center interconnects
(DCIs) will thus be expected to carry more data while consuming
less—the energy dissipated while transmitting a single bit over a
link will have to be reduced to ∼1 pJ from several tens of pJ today
[11]. This requires better provisioning of the available commu-
nication bandwidth within a data center network [12].

The emergence of these massive-scale data centers has given
rise to important engineering requirements, including the need
to keep the servers up and running with minimal human inter-
vention, prevent irrecoverable data losses, and adequately exhaust
the heat generated by hundreds of thousands of servers. These
warehouse data centers require tailored high-bandwidth DCIs
that can ensure adequate connectivity of the servers to each other
and enable improved resource utilization [3,13,14,15]. At these
scales, even apparently small improvements in performance or
utilization can have a major impact on the overall network [6].

Here, we provide a review of optical technologies capable of
meeting the requirements of the new generation of warehouse-
scale intra-data-center interconnects. We start in Section 2 with
a review of current trends for improving data center performance
that have an impact on interconnects. In Section 3, we examine
the optical transceiver technologies that make up the fabrication
of a point-to-point optical interconnect. Special emphasis is
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focused on technologies that permit the embedding of transceiv-
ers close to or within the chips that produce the data to be trans-
mitted. The embedding of transceivers is widely considered to be
a route to improved performance through higher bandwidth and
energy efficiency. We follow with Section 4, focusing on optical
switching for interconnection networks. Optical switches have
been proposed to complement or replace conventional buffered
packet routers [16,17]. We review the technologies involved in
the design, fabrication, and operation of optical switch fabrics that
are required. Finally, we summarize our conclusions in Section 5.

2. TRENDS IN DATA CENTERS

With the growing traffic, there are increasing stresses on the
network and hardware. Some machine-learning applications
use hundreds terabytes of data and are bounded by available re-
sources. There is considerable effort in industry and academia to
enhance performance through improvements at all levels of the
architecture, software, and hardware. Proposals for implementa-
tions of new solutions, especially those utilizing new hardware,
must adhere to data center metrics to maintain low cost. Despite
apparent increased hardware cost, Facebook, Google, and
Microsoft have found it economically justified to move towards
multi-wavelength links, starting with coarse wavelength division
multiplexing (CWDM) [18–20].

New architectures have been proposed to improve data center
performance, many taking advantage of the high bandwidth den-
sity of optics and using optical switches [16,21]. The evaluation of
the data center network depends on several metrics beyond those
of cost and power consumption of the hardware and interconnect;
data throughput and job completion time are also prime metrics.
At the system level, these depend on many other factors includ-
ing, for instance, scheduling packet transmission and congestion
control. The description and comparison of these architectures
are beyond the scope of this paper. We focus on the performance
of the interconnect-level hardware, which is a basic building block
of the entire system that can enhance or be a bottleneck to
improved performance.

Two current trends for improving data center performance
where the use of photonics is enabling are 1) high-bandwidth-
density communication links and 2) improved resource
utilization through disaggregation.

A. High Bandwidth Links

There have been considerable advances in high-bandwidth
pluggable optical interconnects for the data center. Large-scale
data centers adopted optical transmission technologies during
the transition from the 1 to 10 Gb/s link data rate between
2007 and 2010. In 2007, Google introduced optical communi-
cation in its data centers in the form of 10 Gb/s vertical-cavity
surface-emitting laser (VCSEL) and multimode-fiber-based small
form-factor pluggable (SFP) transceivers [22] for reaches up to
200 m [Fig. 1(a)]. As the intensity of traffic generated by servers
doubles every year [14], transitions from 10 to 40 Gb/s, 40 to
100 Gb/s, and 100 Gb/s to even higher rates were predicted early
on [23]. In 2017, 40 Gb/s Ethernet-based DCIs have been de-
ployed in production data centers [14]. 100 Gb/s links have been
commercially available since 2014, and are currently installed in
production data centers. 400 Gb/s equipment is expected to
emerge in the near future [22]. 400G transceivers are being stand-
ardized by the efforts of the IEEE 802.3 bs 400 Gb/s Task Force

on standardizing short-range (500 m − 10 km) intra-data-center
interconnects over standard single mode fiber [24,25]. Data
center servers will require even higher bitrates to connect their
compute capabilities with their peers and the external world [11],
especially with the adoption of machine-learning and neuromor-
phic-based algorithms. Application examples of these algorithms
include voice assistants such as Apple Siri, Google Voice Search,
and Amazon Alexa, as well as facial recognition applications. The
recently introduced DGX-1 station from Nvidia, optimized for
machine learning, utilizes 400 Gb/s of network bandwidth to en-
sure that its compute resources are adequately utilized [18]. In
addition to expanded bandwidths, optical equipment with im-
proved energy efficiency and compactness [7] is also expected.

At the link level, it is widely accepted that to achieve the re-
quired bandwidth density for the data center, the trend is towards
onboard silicon photonics with 2.5D integration on a multichip
module (MCM) [Fig. 1(e)] or with more advanced 3D integra-
tion using through silicon vias (TSVs) [Fig. 1(f )] for higher band-
width and considerable energy savings compared to pluggable
optics [26,27]. This is partly due to physical area limitations
of the front panel of large data center switches [26], channel
impairments over the path, and often the need for additional
mid-board re-timers. QSFP56 based on 50 Gb/s signaling is
expected to increase the front panel bandwidth to 7.2 Tb/s [28].

Although the concept of onboard optical transceivers is not
new, the-nearer term data center requirements have provoked
vendors to push the technology forward to reduce cost by estab-
lishing the Consortium for On-Board Optics (COBO). COBO,
led by Microsoft, is defining the standard for optical modules that

Fig. 1. (a) Optical interface for active optical cables (AOCs) and plug-
gable transceivers. (b) Optical interface for board-mounted assembly.
(c) Co-packaged optics with electronics (2.5D integration on an inter-
poser). (d) Monolithic integration of optics and electronics. (e) Schematic
of a 2.5D MCM co-integrating electronics and photonics via an inter-
poser. (f ) Schematic of a 3D integrated module. PIC, photonic integrated
circuit; EIC, electronic integrated circuit; BGA, ball grid array; PCB,
printed circuit boards; QFN, quad-flat no-leads.
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can be mounted or socketed on a network switch or adapter
motherboard. Their initial focus has been on high-density
400 GbE applications [29], with large cloud providers as the
early adopters. COBO does not define the optical physical layer
but certain requirements that must be met to be considered
COBO compliant.

The Integrated Photonics System Roadmap-International
(IPSR-I) is developing a common roadmap for low-cost, high-vol-
ume manufacturing of photonics for data and telecommunica-
tions systems [30]. Given the requirement for high bandwidth
density at low cost and power consumption, it is not surprising
that silicon photonics, fabricated in high-volume CMOS-
compatible foundries [31,32], is a prime candidate for the inter-
connection network. Among the key findings are that by 2020,
there should be early deployment of “2.5-D” integrated photonic
technologies, packages in which chips are placed side by side and
interconnected through an interposer or substrate. By 2025,
there should be pervasive deployment of wavelength-division-
multiplexed (WDM) interconnects and the beginnings of com-
mercial chip-to-chip intra-package photonic interconnects. In
agreement with interconnect industry trends, the roadmap shows
requirements of links to 1 Tbps on boards and 1–4 Tbps within
a module by 2020. For the short ∼ cm distance links on the
modules, the energy target is on the order of 0.1 pJ/bit.

In Section 3, we review the key optical transceiver technologies
that can meet the high bandwidth, low cost, and high energy
efficiency requirements. We focus on solutions leveraging the
economies of scale of silicon photonics.

B. Resource Utilization

The traditional data center is built around servers as building
blocks. Each server is composed of tightly coupled resources:
CPU, memory, one or more network interfaces, specialized hard-
ware such as GPUs, and possibly some storage systems (hard or
solid-state disks). This design has been facing several challenges.
The various server elements follow different trends of cost and
performance. As updated components become available, upgrad-
ing of the CPU or memory in the traditional design would require
an entirely new server with new motherboard design [33].
Traditional data centers also suffer from resource fragmentation
in cases where resources [CPU, memory, storage Input/Output
(IO), network IO] are mismatched with workload requirements.
For example, compute-intensive tasks that do not use the full
memory capacity or communication-intensive tasks that do
not fully use the CPU data gathered from data centers show that
server memory for the former could be unused by as much as
50% or higher [34,35]. These challenges become motivations
for disaggregation of the server.

1. Disaggregation

Disaggregation is a concept in which similar resources are pooled,
with the possibility of the different resources being independently
upgraded and the system adaptively configured for optimized
performance. The network can be disaggregated at different
levels, for example at the rack or server scale [34,36] (Fig. 2).

The disaggregated data center requires an interconnection
fabric that must carry the additional traffic engendered by the
disaggregation, and be high bandwidth and low latency in order
to not only maintain, but also improve performance. The
network requires a switching fabric to adaptively provision the

computing resources. Although packet-switched networks remain
electrical, optical circuit switches are prime candidates for recon-
figuration of resources in the disaggregated network. In order to
improve both high bandwidth performance and resource utiliza-
tion, data center architectures with optical switch fabrics have
been proposed [35,37,38].

Attention must be paid to any added latency in the intercon-
nect that might lead to performance degradation. Typical latency
to memory, in a traditional server where the memory is close to
the CPU, is on the order of tens of nanoseconds. The cost of the
added interconnect compared to resource savings through
improved utilization must also be balanced. Several groups have
developed metrics or guidelines to achieve these goals [34,36].

Reference [34] explores a cost/performance analysis, including
cost of latency and bandwidth, to determine when a data center
disaggregated memory system would be cost competitive to a con-
ventional direct attached memory system. The authors find that
from a cost perspective, the current cost of an optically switched
interconnect should be reduced by approximately a factor of 10 to
be an economically viable solution.

2. Bandwidth Steering

We would expect best performance from an architecture that
matches the traffic pattern of the application. The traffic pattern
has the information regarding the communication between all
possible pairs of sources and destinations in the network.
Knowledge of the traffic patterns is therefore critical for optimiz-
ing the performance of the architecture. However, traffic patterns
are often proprietary. In addition, there may be more or less varia-
tion depending on the specific network and its applications
[37,39,40]. Therefore, there may be insufficient information
on the current and future traffic patterns the architecture should
support. A solution is the development of flexible, reactive net-
works that can utilize network resources efficiently and at low cost
while meeting bandwidth and latency requirements. We pro-
posed a Flexfly network that uses low to medium radix switches
to rewire the interconnect as required by the application, rather
than overprovisioning transceivers to achieve a high-bandwidth,
low-energy interconnection network bandwidth steering.
Bandwidth steering ensures full connectivity by adding optical
connections as needed and routing traffic through intermediate

Fig. 2. Disaggregated rack places resources of different types (a–c) in
different parts of the data center compared to traditional servers and uses
networking to pool and compose needed resources together. In (d), a
logical node can be constructed from distant resources. SSD, solid state
drive; GPU, graphics processing unit; CPU, central processing unit;
RAM, random-access memory.
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nodes, changing the configuration dynamically to match the
application as shown schematically in Fig. 3 [41].

We review optical switching technologies in Section 4 and
explore the performance metrics required for optical switches
in data centers.

3. OPTICAL TRANSCEIVERS FOR DATA CENTERS

Optical transceivers are the fundamental building blocks of opti-
cal interconnects. Although all optical communication links have
components fulfilling the same basic functions (light source,
modulator, photodetector), the specific devices implemented
depend on the application and economic considerations. For reli-
ability and short-term development, it would be advantageous to
use mature commercially available technologies. However, for
intra-data-center networks, low cost (including energy costs) is
a primary criterion. Given the much shorter transmission distan-
ces and shorter lifetime required of the devices, traditional tele-
communications components are over-engineered and too costly
to be adopted in the data center. This new and evolving applica-
tion requires innovative solutions to meet the commercially re-
quired performance/cost trade-offs. Initially, and to this date,
VCSELs, active optical cables, and parallel fiber transmission have
been used inside the data center, where the trade-offs are advanta-
geous over copper cables. With the massive increase of traffic in-
side the data center, the bandwidths required are increasing
dramatically (similarly to telecommunications) and, although
the distances are also increasing somewhat as the data center itself
grows, the links are still significantly shorter than those used in
telecommunications applications. As the lifetimes and other
environmental requirements are still not the same as those for
telecommunications, there has been an increased interest, in re-
search and commercially, to explore and ready the next generation
of devices that will meet the low-cost, low-energy-consumption
requirements inside the data center.

Figure 4 schematically shows the anatomy of options for link
architectures. The elements of the transceiver are the laser light
source, modulator, (de)multiplexer, and photodetector. Figure 4(a)
shows the transceiver design for a single channel link. The laser and
modulator may be combined into one device element as in, for
example, directly modulated VCSELs. Currently, VCSEL-based
transceivers and parallel fibers are the dominant technology
in the data center. As discussed previously, the roadmap for

ultra-high-bandwidth, low energy links requires WDM technology
leveraging photonic integrated circuits. Figure 4(b) shows an ap-
proach, commonly used in telecommunications, combining modu-
lated colored channels using (de)-multiplexers. Broadband optical
modulators such as electro-absorption modulators (EAMs) and
Mach–Zehnder modulators (MZMs) are used in combination with
colored distributed feedback laser arrays. For the Tbps regime,
however, a large number of lasers are required, imposing consid-
erable overhead. The development of comb lasers emitting over
100 individual wavelengths is a promising next step. Figure 4(c)
shows one potential architecture equipped with DeMux/Mux
stages utilizing a multi-wavelength comb source and broadband
modulators. Another promising architecture, illustrated in Fig. 4(d),
takes advantage of the wavelength selective microring modulators
implemented in a cascaded structure, enabling ultra-high on-chip
bandwidth density. In this case, although individual lasers may
be multiplexed for theWDM light source, a comb source is a prom-
ising solution.

A. Lasers

1. Vertical-Cavity Surface-Emitting Lasers

Most of today’s commercial short-reach (<300 m) optical inter-
connects employ GaAs-based VCSELs emitting at 850 nm.

Fig. 3. (a) Example of bandwidth steering. Photonic switches may be
used to assemble optimized nodes as (b) by configuration of the switches
(within the dashed box). MEM, memory; GPU, graphics processing
unit; CMP, chip multi-processor.

Fig. 4. Anatomy of various link architectures: (a) single-wavelength
point-to-point photonic link; (b) WDM photonic link based on separate
lasers and broadband modulators; (c) photonic link based on a comb laser,
parallel broadband modulators, and DeMux/Mux. (d) WDM photonic
link based on comb laser, cascaded microring resonators, and cascaded
drop filters. MOD, modulator; Det, detector; TIA, trans-impedance am-
plifier; CLK, clock; Mux, multiplexer; DeMux, demultiplexer.
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VCSELs commonly apply a direct modulation scheme. Due to
the small vertical cavity, very high modulation bandwidths
(up to 30 GHz [42]) at low bias currents are possible.

To date, the fastest VCSEL-based link with NRZ modulation
format is 71 Gb/s [43]. In order to achieve higher capacity and/or
longer reach, single-mode [44,45] VCSELs with reduced spectral
width are used. Impressive results have been reported utilizing
advanced data-encoding schemes in 850 nm VCSEL-based links.
Greater than 100 Gb/s transmission over 100 m multimode fiber
(MMF), using both carrierless amplitude/phase [44] and
four-level pulse-amplitude modulation (PAM4) [46] formats, has
been reported. Discrete multi-tone (DMT) modulation schemes
have achieved 161 and 135 Gb/s transmission over 10 and 550 m
MMF, respectively [45].

Shortwave wavelength division multiplexing (SWDM) can
further boost the transmission capacity in a single MMF.
Recent work has shown the feasibility of employing four VCSELs
at 40 Gb∕s∕λ in the 850 nm range (855, 882, 914, and 947 nm)
transmitted over a 100 m standard OM4 fiber [47]. Very recently,
the feasibility of SWDM PAM4 signaling transmission was
demonstrated over 300 m of next-generation wideband
MMF [48].

2. In-Plane Lasers

The increasing demands for longer distance and higher-capacity
transmission within data centers favor dense wavelength division
multiplexing technology that utilizes in-plane transmitters.
As cost is a fundamental design criterion, attention has turned
towards leveraging the economies of scale of silicon photonics
for high-volume manufacturing.

The advancement in wafer-bonding techniques has led to the
development of a new class of lasers, in which III-V gain layers are
bonded on silicon wafers. Novel techniques such as transfer print-
ing have been proposed for cost-effective integration of III-V
materials on the silicon platform [49]. These so-called hybrid
lasers can generally be separated into two groups. The first type
is membrane lasers that apply benzocyclobutene or silica on
silicon as cladding layers to provide strong optical confinement.
In this way, the optical mode stays confined and gets amplified in
the semiconductor core layer [50]. The large optical confinement
factor enables high modulation speed at low current density [51].
The second type is facet-free evanescent lasers whose cavity is
formed in the silicon layer, and the optical mode is either confined
in the silicon waveguide overlapping with the III-V layer [52], or
in the quantum wells (QWs) with adiabatic coupler transitioning
from/to the silicon layer [53]. This method omits the time-
consuming and costly optical alignment between the III-V laser
and the silicon chip, driving down the assembly and packaging
cost. Uncooled, wavelength-stabilized WDM hybrid laser arrays
over the 60°C temperature range, i.e., 20°C to 80°C, have been
reported [54].

Another promising approach lies in the epitaxial growth of
III–V layers on silicon wafers using intermediate buffer layers
[55]. The use of quantum dots (QDs) as the gain medium is less
sensitive to defects than bulk or QW structures due to carrier
localization, while maintaining low threshold, high power, and
high temperature insensitivity. This approach can potentially
break the wafer size and cost limit of using III-V substrates.
An electrically pumped 1300 nm QD-on-silicon laser has been
reported with comparable performance to lasers grown with

III-V substrates [55]. The thick buffer layers required, however,
could be a bottleneck to the monolithic III-V-on-Si integration.
The growth of a QD gain layer on silicon and then bonded to a
patterned silicon-on-insulator (SOI) wafer, is envisioned as an al-
ternative approach [56]. This solves the wafer size limit for wafer
scale III-V to silicon bonding, offering better economies of scale.

3. Comb Lasers

Optical frequency combs are an appealing alternative to continu-
ous-wave (CW) laser arrays as sources for DCIs in terms of foot-
print, cost, and energy consumption. A comb consists of equally
spaced lines in the frequency domain which can be used as sep-
arate optical carriers for WDM. Since the comb is generated from
a single source and has intrinsically equidistant spacing between
its lines, it has the potential to eliminate the energy overhead as-
sociated with independently tuning many CW lasers to maintain
the desired channel locking. Currently, there are two main meth-
ods used for generating combs: mode-locking in lasers and
nonlinear generation using four-wave mixing in a microcavity.
The merits of each are discussed in the following sections.

Comb generation can occur in a laser by inducing a fixed-
phase relation between the longitudinal cavity modes in a
Fabry–Perot cavity (mode-locking), leading to a stable pulse train
in the time domain and therefore a comb with precise spacing in
the frequency domain. The mode (channel) spacing can be tuned
by changing the cavity length. QD mode-locked semiconductor
lasers (QD-MLSLs) are an attractive candidate for DCI sources.
The high nonlinear gain saturation of the QD active layer allows
one to design a laser with low relative intensity noise. Moreover,
intentional inhomogeneous broadening of the gain spectrum can
be achieved by the control of size dispersion in QDs, and a 75 nm
broad spectrum of emission has been reported [57]. The ampli-
tude and phase noise of QD-MLSLs has been greatly reduced
through active rather than passive mode-locking, therefore
reducing the optical linewidths of the carriers and increasing
the effective bandwidth compatible with coherent systems [58].
QD-MLSL has also been demonstrated by directly growing a
passively mode-locked InAs/InGaAs QD laser on silicon [59].

Comb generation has been demonstrated with a silicon nitride
ring resonator through the nonlinear process of four-wave mixing
(FWM) in an optical parametric oscillator [60]. Numerous
equally spaced narrow-linewidth sources can be generated simul-
taneously using a microresonator with an off-chip CW optical
pump, as illustrated in Fig. 5(a) [60]. The pump field undergoes
FWM in the resonator and creates signal and idler fields that also
satisfy the cavity resonance; these signal and idler fields then seed
further FWM, leading to a cascading effect which fills the remain-
ing resonances of the cavity. This yields many equally spaced op-
tical carriers [with spacing depending on the free spectral range
(FSR) of the cavity] with a high pump-to-comb conversion effi-
ciency of up to 31.8% when operating in the normal dispersion
regime [62]. The device is CMOS compatible (Si3N4) and can be
integrated in the current silicon photonics platform. Recently, a
chip-scale comb source with an integrated semiconductor laser
pumping an ultra-high quality factor (Q) Si3N4 ring resonator
was reported [61] [shown in Fig. 5(b)]. This low-power-con-
sumption and small-footprint device can run for ∼200 h from
a single AAA battery, making it a strong candidate for future
energy efficient DCI sources. [63] also shows a clear direction
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towards a fully integrated transmitter which includes the comb
source and modulators on a single chip.

Although a very promising direction of research, for comb
sources to be adopted in DCIs, they must demonstrate advantages
over CW laser arrays in terms of energy efficiency, cost, and foot-
print. To achieve this, combs should have a relatively flat profile
with similar optical power per channel and with each optical
channel power greater than the link budget. Furthermore, most
of the comb lines must be utilized to ensure that optical power is
not wasted. In the case of microresonator comb sources, most
demonstrations have low optical power per comb line and require
amplification to overcome the link power budget. Additionally,
they have poor conversion efficiencies when in the anomalous
dispersion regime (∼2% pump-to-comb conversion efficiency),
which poses a major challenge for the power consumption of
the comb source when accounting for the wall-plug efficiency
including the pump laser.

B. Modulators

1. Electro-Absorption Modulators

Electro-absorption modulators (EAMs) are based on electric field-
dependent absorption to alter the intensity of light, taking advan-
tage of the Franz–Keldysh effect (FKE) in bulk semiconductors
and the quantum-confined Stark effect (QCSE) in QW struc-
tures. FKE- and QCSE-based EAMs have been studied for many
years in III-V materials [64–66] due to their advantages in small
size, low chirp, and low driving voltage. Recent work demon-
strated 100 Gb∕s∕λ PAM4 transmissions using lumped EAMs
[64,65]. By transferring a III-V epitaxy stack to an SOI wafer,
a hybrid silicon traveling-wave EAM has achieved a modulation
bandwidth of 67 GHz [66].

It has been shown that FKE [67] and QCSE [68] are also
effective in germanium (Ge). By epitaxial growth of Ge on Si,
the tensile strain makes the band structure of Ge close to that
of a direct bandgap material, enhancing the FKE [67]. The bulk
Ge with tensile strain, however, normally exhibits the optimal
electro-absorption contrast at wavelengths >1600 nm [67].
Later work proposed a material composition of Ge-rich GeSi

to shift the operating wavelength to the C-band [69]. Both Ge
[70] and GeSi [71] based bulk EAMs have achieved 56 Gb/s
modulation speed.

2. Electro-Refraction Modulators

Electro-refraction modulators (ERMs) operate by changing the
index of material in the form of an interferometric or resonant
structure. Combined amplitude/phase modulation can be realized
with appropriate designs.

III-V ERMs are typically implemented in a Mach–Zehnder
interferometer structure. Presently, InP-based phase modulators
are usually implemented in deep-etched PIN epitaxial layers,
and the core region is mostly a multi-quantum well stack, exploit-
ing the strong nonlinear effect of QCSE. Modulation extinction
as high as 14 dB operating at 40 Gb/s with segmented traveling-
wave (STW) electrodes has been demonstrated owing to the re-
duced linear capacitance [72]. Higher-order amplitude/phase
modulations of up to 256-QAM operating at 32 GBaud and en-
ergy consumption of 6.4 pJ/bit has been realized [73]. Hybrid
integrated MZMs of III-V phase shifters on Si waveguide have
demonstrated operation up to 40 Gb/s with 11.4 dB extinction
ratio [74].

Silicon-based high-speed ERMs rely on the plasma dispersion
effect (PDE). A forward-biased PIN diode or reverse-biased PN
junction is used to inject or deplete carriers, respectively [75] [see
Figs. 6(a) and 6(b)]. Carrier-injection modulators (PIN) exhibit a
higher electro-optic efficiency and better modulation extinction
but their speed is limited due to the carrier dynamics (recombi-
nation lifetime) [79]. MZMs with STW electrodes operating at
56 Gb/s have been reported [80]. Higher-order amplitude and
phase modulation formats such as PAM4 at 128 Gb/s [81],
binary phase shift keying at 48 Gb/s [82], differential phase shift

Fig. 5. (a) On-chip optical comb generator using silicon nitride ring
resonator with a single external pump laser [60]. (b) Chip-integrated,
ultra low-power comb generator using an electrically pumped RSOA
and a high-quality-factor silicon nitride ring resonator [61]. OPO, optical
parametric oscillator; RSOA, reflective semiconductor optical amplifier.

Fig. 6. (a) Cross-section of a PN-based modulator. (b) Cross-section
of a PIN-based modulator. (c) Example of spectral response of a PIN-
based microring modulator. (d) Power penalty space of microring mod-
ulators based on the spectral shift. (e) Spectral shift of a PIN-based ring
modulator as a function of injected current [76]. (f ) Measured bending
loss of ring resonators as a function of radius reported in [77] and [78]
(both horizontal and vertical axes are in log scale). OMA, optical modu-
lation amplitude; OOK, on–off keying; IL, insertion loss.
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keying at 10 Gb/s, quadrature phase shift keying (QPSK) at
50 Gb/s [83], and polarization multiplexed QPSK at 112 Gb/s
[84] have also been realized with silicon MZMs.

In 2005, it was first demonstrated that a compact footprint
(∼10 μm diameter) silicon micro-ring resonator (MRR) could
provide adequate phase shift by taking advantage of the PDE,
leading to more than 10 dB of extinction ratio with a low inser-
tion loss [85]. In 2013, the first 50 Gb/s modulation at 1.96 V
peak-to-peak drive voltage for a silicon racetrack MRR was dem-
onstrated [86]. In order to enhance the modulation efficiency and
reduce the effective junction capacitance, MRR modulators with
ZigZag [87] and interdigitated [88] junctions have been pro-
posed. MRRs have also been used for higher-order amplitude
modulation formats such as four-level pulse amplitude modula-
tion (PAM4) at 128 Gb/s [89] and PAM8 at 45 Gb/s [90], with
an energy consumption of as low as 1 fJ/bit [90].

3. Cascaded Ring Modulators

Small footprint in conjunction with wavelength-selective nature
(hence compatible with comb lasers [91]) make MRR modulators
highly promising for realizing high-throughput optical intercon-
nects. This is mainly realized by cascading MRRs along a single
bus waveguide, as demonstrated by Xu et al. [92], Brunina et al.
[93], and Li et al. [94].

In order to quantify the performance of an MRR modulator in
a cascaded architecture, the power penalty metric associated with
the bit error rate is typically used (a study of the power penalties of
an array of cascaded ring modulators is presented in [95]). The
modulated light has a certain optical modulation amplitude
(OMA) based on the spectral shift of the resonator. Figure 6(c)
shows an example of the spectral response of a PIN-based ring
modulator in which the spectrum of the MRR experiences a
blueshift with the addition of some excess cavity loss. Based
on the driving voltage/current of the modulator, the change in
the cavity phase shift and roundtrip loss inside the ring and
3 dB bandwidth can be estimated [76,96].

Figure 6(d) shows the dimensions of modulator penalty space
in a cascaded WDM arrangement. We have shown that inter-
modulation crosstalk [95,97] can impact the overall power pen-
alty of modulators in such cascaded arrangement. The tradeoff is
between the spacing between the channels and the shift of reso-
nance. A larger shift of resonance results in an improved OMA
and lower modulator insertion loss but leads to a higher average
loss of optical power due to on–off keying functionality (OOK
penalty) and higher intermodulation crosstalk. Starting from a
low OMA, the power penalty of the modulator is very large,
and gradually increasing the OMA will improve it initially until
the intermodulation crosstalk dominates the power penalty and
starts to deteriorate. This is depicted as the double-sided arrow
on the power penalty axis in Fig. 6(d), where the chosen point
qualitatively shows the sweet spot of the power penalty.

In [95], we have shown that the sweet spot for the shift of
resonance is close to half of the spacing between channels.
However, PIN-based modulators suffer from Ohmic heating
due to the injection of current inside the waveguide. Figure 6(e)
shows an example of measured results reported in [76], indicating
that the Ohmic heating limits the blueshift of the spectrum to
about 2.5 nm. This situation is even worse for PN-based ring
modulators due to their relatively low electro-optic modulation
efficiency [98]. PN-based modulators therefore exhibit higher

optical penalty compared to their PIN-based counterparts, but
benefit from operating at higher speeds [99]. The choice of
PN or PIN design for ring modulators therefore is based on
the desired optical penalty and the operation speed.

A key step to establishing the design space exploration of mi-
croring modulators is to relate the spectral parameters (Q factor,
roundtrip loss) to the geometrical parameters (radius, coupling
gaps) [100], in which case the bending loss of silicon ring reso-
nators stands out as a critical factor. Figure 6(f ) shows two sets of
measurements for the bending loss of silicon ring resonators (in
dB/cm units) as a function of the radius, reported in [77] (case A)
and [78] (case B). A large FSR favors the support of more optical
channels in the cascadedWDM configuration but requires a small
radius, leading to high bending loss. MRR modulators with free
spectral range as large as 22 nm (diameter <10 μm) have been
demonstrated for dense WDM systems, capable of operating
at 15 Gb/s [101].

C. (De)-Multiplexers

Optical (de)-multiplexers are generally based on thin films [102],
diffraction gratings [103], arrayed waveguide gratings (AWGs)
[104–109], or microring-based filters. With the advance of pho-
tonic integration technology, the latter two have drawn the most
attention.

1. Arrayed Waveguide Gratings

AWGs have been demonstrated in silica-on-silicon [104–106],
InP [107,108], and SOI platforms [109,110]. Demonstrations
of silica AWGs have shown 400 channels at 25 GHz spacing
[104], ultra-low loss of 0.75 dB [105], and ultra-low crosstalk
of 82 dB [106]. InP-based AWGs have been integrated with
WDM transmitters [107] and receivers [108].

2. Microring-Based Drop Filters

With the advent of silicon photonics, MRRs in the form of add–
drop structures capable of performing wavelength demultiplexing
due to their wavelength selective spectral response have been de-
veloped. Based on the desired passband and the rejection ratio of
the filter, first-order [111,112] or higher-order [113] add–drop
filters are used. Higher-order filters provide a better rejection ratio
but suffer from a higher loss in their passbands.

The power penalty of ring filters is typically estimated based on
the Lorentzian spectral shape of the filter. As shown in Fig. 7(a), if
the data rate of the OOK channel is much smaller than the 3 dB
bandwidth of the ring, then the power penalty is simply given by
the spectral attenuation of the MRR. However, in [95], we showed
that when the data rate is comparable to the bandwidth of the filter
[Fig. 7(b)], this interpretation loses its accuracy. We proposed a
first-order correction that includes the impact of data rate on
the power penalty of the MRR filter and the crosstalk effects in
cascaded arrangement [111]. Furthermore, in [78], we explored
the design space of silicon-based add–drop filters based on radius
and coupling gap spacing. The metrics of the design space are the
insertion loss (IL) at the resonance set to<1 dB, optical bandwidth
(BW) set to 10–50 GHz range, FSR of the filter set to>10 nm, the
extinction of resonance set to>30 dB, and the assumption that the
ring is at critical coupling. By overlaying the contours of these met-
rics, the design space is depicted in Fig. 7(c).

For each individual channel, we proposed an optimization of
the add–drop MRR in the cascaded arrangement such that the
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power penalty associated with the whole demultiplexer array is
minimized [95]. This optimization depends on the parameters
of the ring, as well as data rate, number of channels, and channel
spacing. The power penalty imposed on each channel consists of
three parts: (a) Insertion loss of the ring—independent of the
number of channels and their data rate. (b) Truncation effect—
only dependent on the data rate. Strong truncation arises when
the 3 dB bandwidth of the MRR is small compared to the signal
bandwidth. (c) Optical crosstalk due to the imperfect suppression
of adjacent channels—a function of number of channels and
channel spacing. As shown in Fig. 7(d), the Q factor of the
MRRs is the determining factor in the power penalty space [95].
Increasing the Q will increase the IL of the ring and truncation of
OOK signal, but results in suppression of optical crosstalk.
Therefore, a sweet spot exists for the minimal penalty.

In order to fully take advantage of MRRs’ potentials for optical
interconnects, some challenges must be overcome. The main
challenges in using silicon-based MRRs as optical modulators
or wavelength selective filters can be categorized as follows:

Thermal Sensitivity: Thermal effects significantly impact the
optical response of silicon-based resonant devices due to the
strong thermo-optic coefficient of silicon material. The resonance
of a typical silicon MRR is shifted by ∼9 GHz for each degree
Kelvin change in the temperature [114]. We have shown that
such thermal drift in high-Q MRRs can impose significant
spectral distortion on high-speed OOK signals (more than 1 dB
of penalty [95]).

Self-heating: The enhancement of optical power inside the
MRR is proportional to the finesse (or Q-factor). In the presence
of high optical power inside a high-Q MRR, even a slight internal
absorption can lead to a noticeable thermal drift of resonance. A
recent transceiver design has proposed a thermal tuning algorithm

based on the statistics of the data stream to counteract this
effect [115].

Fabrication variation: The spectral parameters of MRRs
such as resonance wavelength, FSR, and the 3 dB optical band-
width largely depend on their geometrical parameters. It is known
that current silicon photonic fabrication imposes variations on the
dimensions of the waveguides [116]. This results in deviations of
the resonance wavelength from the original design [117] and re-
quires thermal tuning, hence degrading the energy efficiency of
the link. Various wavelength-locking schemes based on analog
and digital feedback [118], bit statistics [115], as well as pulse
width modulation and thermal rectification [114] have been
proposed and implemented.

Backscattering: In applications where narrow optical line-
widths (i.e., Q > 10000) are required, even a slight roughness
on the sidewalls of the MRRs will cause backreflections inside
the ring [119]. The effect of backscattering in MRRs is typically
observed in the form of a splitting of the resonance in the spectral
response [120]. We have shown that such spectral distortion adds
extra complexity to the design of optical link and further narrows
down the design space of MRRs [121].

D. Photodetectors

Cost is the main metric followed by requirements of bandwidth,
wavelength, and energy depending on the system level design. For
these reasons, to date mostly integrated PINs have been used,
although there is research in other types of PDs including uni-
traveling-carrier (UTC) and avalanche photodetectors (APD).
PIN photodiodes have an intrinsic, i.e., undoped, region between
the n- and p-doped regions within which photons are absorbed,
generating carriers of electrons and holes, and thus photocurrent.
UTC PDs are comprised of an un-depleted p-type photo-
absorption layer and a wide-gap depleted carrier-collection layer.
In the p-doped absorbing layer, photo-generated majority holes
recombine within the dielectric relaxation time, making electrons
the only carrier traveling in the depletion layer [122]. Higher
speed can be achieved as electrons having higher velocity than
holes, and this also overcomes the space charge effect, enabling
high output power. APDs consist of two separate sections: absorp-
tion and multiplication regions. A charge layer is inserted in
between the two regions to control the electric field distribution,
forming a typical separation-of-absorption-charge-multiplication
structure [123,124]. PINs are most widely used due to their
ultra-compact footprint and low dark current. They are also
relatively simple to fabricate, and have shown the best band-
width-efficiency product. UTC devices are used for applications
that require both high bandwidth and high output power. The
UTC PD can potentially omit the electrical post-amplification
[125], which is beneficial in terms of system simplicity and cost.
APDs can largely enhance the receiver sensitivity and thus are
preferable for situations that require high link budget [124].

Waveguide-integrated PDs are used to improve the band-
width-efficiency product, where the bandwidth is primarily lim-
ited by the RC-time constant. To couple the light from waveguide
to the photodiode, butt coupling [126–128] or evanescent cou-
pling [129–131] have been used. InP-based PIN photodiodes
have achieved a responsivity of 0.5 A/W and bandwidths up
to 120 GHz [129]. A hybrid PIN PD with a 3 dB bandwidth
of 65 GHz and 0.4 A/W responsivity has been shown [130].

Fig. 7. (a) Impact of the spectral filtering of a demux ring when data
rate is much smaller than the optical bandwidth. (b) Impact of the spec-
tral filtering of a demux ring when data rate is comparable to the optical
bandwidth. (c) Design space of a critically coupled demux add–drop ring.
(d) Power penalty space of microring demux based on the Q factor. DR,
data rate; FWHM, full width at half maximum; OOK, on–off keying;
BW, bandwidth; ER, extinction ratio; IL, insertion loss; FSR, free spec-
tral range.
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An InP-based UTC photodiode with 105 GHz bandwidth and
1.3 dBm RF output power has been reported [132].

Ge/GeSi PDs have used both lateral and vertical geometries,
and both butt- and evanescent-coupled schemes have been dem-
onstrated. Evanescent-coupled devices are more tolerant to fabri-
cation errors [133]. A butt-coupled lateral Ge-on-Si PIN
photodiode was reported with more than 100 GHz bandwidth,
responsivity of 0.8 A/W, and zero-bias 40 Gb/s operation [126].
An evanescent-coupled vertical Ge-on-Si PIN PD with a 3 dB
bandwidth of 45 GHz and responsivity of 0.8 A/W has been
shown [131]. A vertical Si/Ge UTC PD was demonstrated with
a responsivity of 0.5 A/W and 40 GHz bandwidth [134]. Ge-Si-
based APDs have shown better sensitivity (-22.5 dBm at 25 Gb/s)
than their III-V counterparts due to the superior impact
ionization property of silicon [135].

4. OPTICAL SWITCHING TECHNOLOGIES FOR
DATA CENTERS

A. Free-Space Optical Switches

Free-space optical switches have been realized by a number of
competing technologies, including micro-electromechanical sys-
tems (MEMS), beam-steering from Polatis, and liquid crystal
on silicon (LCOS). All of the three have been commercialized.
Among them, MEMS-based optical switches are the most
common and mature free-space switching devices. An electro-
static driver is commonly utilized due to its low power consump-
tion and ease of control. The typical voltage required, however, is
relatively high, and can reach up to 100–150 V [16,136]. MEMS
spatial switches are realized in both two-dimensional (2D) and
three-dimensional (3D) configurations. The 2D implementation
is arranged in the crossbar topology and operates digitally as the
mirror position is bi-stable. 3DMEMS switches were proposed to
support very large-scale optical cross-connect devices [137]. This
type of device is assembled by using 2D input and output fiber
arrays with collimators. Two stages of independent 2D micro-
mirror arrays are used to steer the optical beams in three dimen-
sions. This design requires micro-mirrors implemented with a
two-axis tilting structure [137].

MEMS switch systems support connectivity of hundreds of
ports [137]; however, the installation and calibration with surface-
normal micro-optics introduces considerable complexity that is
ultimately reflected in the cost per port. This is a challenge to
the broad introduction of MEMS switches in data centers.

B. Photonic Integrated Switches

To ensure low cost per port and eventual data center adoption,
optical switching technologies must demonstrate a path towards
high-volume manufacturing. This generally means lithography-
based fabrication and high-level integration. In this subsection,
we review these switching technologies, focusing on III-V and
silicon platforms.

1. Optical Integrated Switching Technologies and Topologies

A number of physical mechanisms have been explored to trigger
the optical switching process in integrated devices. The most
widely applied mechanisms include phase manipulation in inter-
ferometric structures, both thermally and electrically actuated, i.e.,
MZI and MRR, signal amplification/absorption in semiconductor

optical amplifiers (SOAs), and MEMS-actuated coupling be-
tween different layers of waveguides.

N × N optical switch fabrics can be built up by connecting the
basic switch cells into switch fabric topologies. The selection of
topology depends critically on switching performance. The key
figures of merit include blocking characteristics, crosstalk suppres-
sion, total number of switch cells, and number of cascading stages.
The first factor has significant impact on the interconnect con-
nectivity and scheduling, while the last three largely decide the
switch scalability. The commonly utilized topologies include
crossbar, Beneš, dilated Beneš, switch-and-select (S&S), path-
independent-loss (PILOSS), N -stage planar, and broadcast-and-
select (B&S), shown in Fig. 8, all of which support non-blocking
connections [138]. To better reveal the impact of switch topol-
ogies, we outline in Fig. 9 the number of cascading stages per path
and the total number of switch cells required for each type of
topology as a function of port number N in an N × N network,
potentially denoting to insertion loss, aggregated crosstalk, foot-
print, and cost.

(a) (b)

(d)

(c)

(e)

(f)

(g)

Fig. 8. Schematic of optical switch topologies: (a) Crossbar, (b) Beneš,
(c) dilated Beneš, (d) switch-and-select, (e) N -stage planar, (f ) PILOSS,
and (g) broadcast-and-select. Red rectangles represent SOA elements.

(a)

(b)

Fig. 9. (a) Number of cascading stages of switch cells per path and
(b) the total number of switch cells required for each type of topology
as a function of port number N in an N ×N network.
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It can be seen that the Beneš architecture requires the smallest
number of cascading stages as well as switching cells. It is a
recursive network constructed from the Clos architecture with
a bank of 2 × 2 switch cells forming each of the input and output
stages. The main constraint for Beneš architecture is that each
switch cell has two traversing signals, resulting in first-order cross-
talk. This imposes stringent requirements on the performance of
the elementary switch cells. The dilated Beneš network was pro-
posed to cancel the first-order crosstalk by introducing more cas-
cading stages and switch cells. The N -stage planar topology was
put forward to eliminate waveguide crossings, which could be a
drawback to large-scale integration. The S&S topology also blocks
first-order crosstalk, but it requires the largest number of switch
cells and the central shuffle network becomes complex at high
radixes. The PILOSS architecture is preferred when uniform per-
formance across all paths is necessary. This is critical to relax the
dynamic range requirement on receivers. The PILOSS switch is
not immune to first-order crosstalk, though not all switch cells
carry two signals at once [139]. The crossbar topology has the
highest number of worst-case cascading stages, leading to a large
path-dependent loss. However, it is nicely suited to add–drop
switching cells such as MRRs and MEMS-actuated couplers,
in which case the signal only gets dropped once.

It should be noted that the crossbar, S&S, and PILOSS archi-
tectures support either wide-sense non-blocking (WSNB) or
strictly non-blocking (SNB) connections that can ease the burden
of schedulers, compared to the rearrangeable non-blocking
(RNB) networks. RNB networks can establish connections of
all permutations of input ports to output ports if rerouting
existing connections are allowed. WSNB networks can set up
paths between any idle inputs to any idle outputs without inter-
ference with existing connections provided that the routing rules
are followed, while SNB networks guarantee that any paths can be
established without restrictions. Details on switch-blocking
characteristics can be found in [138].

2. State-of-the-Art

In the last decade, photonic integration technologies have quickly
matured to see monolithic integrated circuits of a few thousands
of components with increasingly sophisticated functionalities.
Figure 10 and Table 1 summarize notable demonstrations of
monolithic switch fabrics published during the past 10 years.

InP-based switch fabrics have primarily applied SOA gated el-
ements in the B&S topology [Fig. 8(g)]. B&S networks utilize
passive splitters/combiners, and each path is gated by an SOA
element. The inherent splitting/combining losses can be compen-
sated by the SOA gain. The B&S architecture provides the
prospect of chip-level multicast [162], but the optical loss due

to the various signal splits and recombinations discourage scaling
beyond 4 × 4 connectivity. Multistage architectures involving cas-
caded switching elements have been proposed as a trade-off [163].
16 × 16 port count SOA-based switches have been demonstrated
using both all-active [143] and passive-active [144] integration
schemes. Higher on-chip connectivity was achieved by combining
spatial ports with wavelength channels using co-integrated
AWGs, scaling up to 64 × 64 connections [148]. Improved per-
formance and/or further scale-up would require a large reduction
in component-level excess loss, a more careful design of balancing
the summed loss and gain per stage, and a close examination of
SOA designs for linear operation [151,154,164,165].

The highly advanced CMOS industry, with mature fabrication
and manufacturing infrastructures as well as advances in silicon
photonic manufacturing capabilities, has stimulated development
in silicon photonic switches. The current record for monolithic
photonic switch radix is 64 × 64 and 128 × 128 for a thermo-
optic MZI-based Beneš switch [160] and MEMS-actuated
crossbar switch [161], respectively. Other notable results include
a 32 × 32 thermally actuated PILOSS MZI switch with
<13.2 dB insertion loss [159] and 32 × 32 electro-optic MZI-
based Beneš switch [158]. Detailed insertion loss (IL) and cross-
talk (CT) results are listed in Table 1.

3. Challenges

The switch circuits just described show the feasibility of a high-
level photonic integration; however, their current performance is
far from practical for real applications in data centers. The intrinsic
limitations are loss and crosstalk. Studies have been carried out to
improve the performance of single switch cells. The nested MZI
switch fabrics [166,167] with improved crosstalk suppression are

Fig. 10. High connectivity optical switch matrix technologies high-
lighted in terms of input side connectivity.

Table 1. Notable Demonstrations of Photonic Integrated
Switches

Port
Count Topology

Material
Platform

Actuating
Element

ILa

[dB]
CTa

[dB] Refs.

4 × 4 B&S InP SOA Gate 0 – [140]
4 × 4 Beneš SOI E-O MZI 5.8b −9 [141]
4 × 4 Hitless SOI T-O MRR – 20b [142]
16 × 16 Clos-tree InP SOA Gate 0b – [143]
16 × 16 Clos-tree InP SOA Gate 17.2b 50c [144]
4 × 4 × 4λ Space-and-λ InP SOA Gate 9.4b 40c [145]
8 × 8 S&S SOI T-O MZI 11.8 30 [146]
8 × 8 Custom

blocking
SOI E-O MZI – −13 [147]

8 × 8 × 8λ Space-and-λ InP SOA Gate 14.7b – [148]
8 × 7 Cross-bar SOI T-O MRR 22 20c [149]
8 × 8 PILOSS SOI T-O MZI 6.5b −23.1 [150]
8 × 8 Clos-tree InP SOA Gate 0b 50c [151]
32 × 32 PILOSS SOI T-O MZI 16.8b −20 [152]
50 × 50 Cross-bar SOI MEMS 9.6b 50c [153]
64 × 64 Cross-bar SOI MEMS 5.1b 65c [154]
16 × 16 Beneš SOI E-O MZI – −17.9 [155]
16 × 16 Beneš SOI E-O MZI 15b −18 [156]
32 × 32 Custom SOI T-O MZI 23b −35 [157]
32 × 32 Beneš SOI E-O MZI 18.5b −15.1 [158]
32 × 32 PILOSS SOI T-O MZI 13.2 −20 [159]
64 × 64 Beneš SOI T-O MZI 12b – [160]
128 × 128 Crossbar SOI MEMS 22.7b – [161]

aWorst-case reported.
bOn-chip loss excludes coupling.
cExtinction ratio.
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a notable example. The approach from the architectural point of
view is discussed in the following section. Insertion loss, however,
is more challenging to manage for large-scale switch fabrics. The
SOA is a natural solution to provide on-chip gain. A hybrid MZI-
SOA design approach was proposed for InP integrated switches,
in which the distributed short SOA elements provide additional
gain and absorption [168,169]. For the silicon platform, the
recent report of a lossless SOA-integrated 4 × 4 PILOSS switch,
leveraging the flip-chip bonding technique, was a significant dem-
onstration [170]. In addition to device-level optimization, we
have proposed a fabric-wide advanced routing method at the
control domain, providing routing strategies that opt for optimal
solutions [171,172].

With the scale-up of switch port count, the requirement of
efficient calibration/testing methods for such complex integrated
circuits is severe and urgent. Power taps are usually utilized with
either couplers [158] or built-in photodiodes [157]. The addi-
tional components could substantially increase the device inser-
tion loss, complexity, and package cost, leading to a reduction of
yield. We proposed an algorithm-based method for device calibra-
tion and characterization to eliminate the built-in power
checkpoints, and automated implementation was demonstrated
to allow cost-effective switch device testing [173–175].

Another challenge would be the packaging solution for large-
scale switch circuits. We will review our recent progress on switch
packaging in the Section 4.D.

C. Optical Switching Metrics for Data Centers

In order to benefit from advantages of optical switching in the
data center, challenges presented by the traditional architecture
must be overcome. The absence of a commercially viable solution
for optical random access memory and optical buffering makes it
unlikely that true optical packet switching (that is, optical
switches that can operate on a packet-by-packet basis) will emerge
in the near term. Optical switches thus cannot be considered as a
one-to-one replacement for electronic packet switches. The net-
work architecture will likely employ optical switches in some
combination with conventional electronic switches for improved
performance. Prior research includes C-through [176,177],
Helios [21], and Mordia [178]. In all these examples, optical
switches are used to adapt the network to specific traffic patterns.
In other words, pairs of racks exchanging higher levels of traffic
can be awarded more bandwidth using the optical network [12].
A detailed discussion can be found in [16].

Reconfiguration of an optical switch breaks prior links and
thus requires phase locking, handshaking, and modification of
the routing tables for the new links. A state-of-the-art 25 Gb/s
burst-mode receiver requires 31 ns locking time even with inter-
locking search algorithms [179], and updating routing tables in
OpenFlow routers requires on the order of milliseconds [180].
For switch reconfiguration times in the millisecond range, greater
performance gains can be obtained if optical reconfigurations are
programmed to match task granularity [12].

Optical switches must fit within the optical link power budget.
In addition, switch power penalties have an impact on the launch
laser power. Adding optical amplifiers as discrete components to
each link in a data center would increase the cost and energy con-
sumption per link, and is generally considered an unacceptable
solution. The development of lasers and/or amplifiers with

improved wall-plug efficiency would ameliorate the impact of
switch power penalty on the end-to-end link power consumption.

The presence of optical switching in a network can improve
the utilization of the limited resources available. Improving uti-
lization of the resources by reconfiguration of disaggregated ele-
ments could enable the reduction of components or energy
consumption by putting underused components in a sleep mode.
It is, however, also possible to mitigate network congestion result-
ing from intense communications between servers or rack pairs by
overprovisioning the network. This reasoning leads us to posit
that for optical switching to be competitive, the cost associated
with making a network reconfigurable must be considerably
smaller than the cost of adding additional links, resulting in
similar network performance.

Switches offering the highest number of ports would be pre-
ferred over low-port-count switches, as the former will enable
more flexibility. However, as shown in [12], the benefits of being
able to reorganize a network can be achieved even with modest
radix switches, with a break-even point at 8 to 16 ports. This leads
us to conclude that for applications in large-scale data center in-
terconnects, optical switches require a minimum number of 16 to
32 ports.

D. Towards Large-Scale, High-Performance Photonic
Integrated Switches for Data Centers

As reviewed in Section 3.B.1, signal degradation resulting from
accumulated crosstalk and loss exacerbates as radix scales up with
increased cascading stages. To support the scaling of integrated
photonic switches, the switch architecture should be re-examined
in terms of crosstalk cancellation, number of cascading switch
stages, and total number of switch cells.

We therefore proposed an MRR-based modified S&S switch-
ing circuit. The concept is illustrated by Fig. 11(a), in which the
1 × N switch unit is built fromMRR add–drop cells assembled in
a bus coupled structure. Scaling such a structure requires only
adding MRRs to the bus waveguide, which effectively reduces
the scaling overhead in loss compared to that of the MZI cascad-
ing scheme. The layout of a generic N × N S&S MRR-based
switch is depicted in Fig. 11(b). This configuration has N input
spatial 1 × N and N output spatial N × 1 units, maintaining the
number of drop (i.e., resonating) microrings in any path at two.
This topology fully blocks the first-order crosstalk, as illustrated in
Fig. 11(b). The wavelength-selective nature of the MRR unit does
require wavelength alignment across the switching circuit, adding
extra overhead. Various schemes for fast and efficient wavelength
locking have been demonstrated, as discussed in Section 3.D.2.

(a) (b)

Fig. 11. (a) 1 ×N MZI-based cascading structure versus 1 ×N
MRR-based bus structure. (b) MRR-based switch-and-select topology.
MRR, microring resonator; CT, crosstalk.
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One challenge is that the complexity of the central shuffle
network scales exponentially with the port count N , and it
has been recognized that the key limiting factor in loss, crosstalk,
and footprint is the waveguide crossings. We proposed leveraging
the Si/SiN multi-layer structure to achieve crossing-free designs
[181,182], which can substantially improve the performance
and scalability. The other challenge lies in the total number of
MRRs, which scales poorly at 2N 2. For large port count numbers,
we performed further studies on combining the scalable three-
stage Clos network with populated S&S stages [183]. The
proposed design offers balance that keeps the number of stages
to a modest value while largely reducing the required number
of switching elements. The scalability is predicted to be
128 × 128 [183].

Prototyped devices have been fabricated through the foundry
of the American Institute of Manufacturing (AIM photonics). All
designs used the pre-defined elements in the process design kit
library to ensure high yield and low cost, and followed the design
rules of standard packaging houses, i.e., Tyndall National
Institute, to be compatible with low-cost packaging solutions.
Figure 12 shows the microscope photo of a 4 × 4 Si/SiN dual-
layer S&S switch, a 4×4 silicon S&S switch, and a 12 × 12 silicon
Clos switch, all utilizing thermo-optic MRRs.

All devices have been fully packaged. Small radix switch pho-
tonic integrated circuits (PICs) were directly flip-chip bonded
onto a PCB breakout board with a UV-cured fiber array, as shown
in Fig. 13(a). For densely integrated Clos switches, we developed
a packaging platform using the silicon interposer as an electrical
re-distribution layer that keeps the PICs ultra-compact for re-
duced insertion loss. Figure 13(b) presents the packaged 12 × 12
Clos switch, which was first flip-chip bonded onto a silicon inter-
poser and then wire-bonded to a PCB breakout board. A ball grid
array (BGA)-based multi-layer silicon interposer with TSVs is
currently being taped out, which dramatically shrinks the foot-
print of the interposers. Excellent testing results were achieved
for the fully packaged 4 × 4 S&S switch, with on-chip loss and
crosstalk ratio as low as 1.8 and −50 dB, respectively [182].

Looking forward, lossless design would be a significant advan-
tage within data centers because it not only avoids any need for
additional optical amplification, but also allows the optical trans-
mitters to operate at moderate output power and removes the
need for extensive electrical amplification at the receiver side.
We envision a new class of III-V/Si heterogeneously integrated
optical switches leveraging the advanced bonding techniques to
provide compact, energy-efficient, and low-cost switch fabrics
satisfying the data center switching metrics as discussed in
Section 4.C. The implementation can follow the approach

demonstrated in the InP MZI-SOA switch fabrics [184,185]
or be combined with the switch-and-select topology of MRR
add–drop multiplexers. Detailed discussions can be found in [16].

5. CONCLUSIONS

Optical interconnects are moving towards Tb/s scale throughput
to keep up with the demands of massively increasing traffic in the
data center. Many optical technologies for modern warehouse-
scale data centers are maturing, in particular technologies that
enable optical systems with a high level of integration as well
as technologies that offer large-scale fabrication at low cost. In
this paper, we have presented an overview of data center trends
in interconnection networks which are most likely to be enabled
by advancing photonic capabilities. To that end, we have pre-
sented a brief summary of the optical transceiver components (la-
sers, modulators, (de)multiplexers, and photodetectors) that will
enable ultra-high (to greater than Tbps) bandwidth links, in ad-
dition to an overview of optical switching technologies that will
enable improved resource utilization and thereby lower cost and
energy consumption. We expect to see expanding integration of
optical technologies into data centers within the next decade, en-
abling advances in new applications such as machine learning and
artificial intelligence and providing cost-effective, fast, and reliable
services to users worldwide.
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