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 Abstract – We propose and experimentally demonstrate 
bandwidth steering using silicon photonic switches within a 
HyperX topology-based high-performance computing 
environment. Results running deep learning applications on a 
physical testbed show 20% improvement in execution time. 
 

I.  INTRODUCTION 

 With the increasing demand for executing high-
performance computing (HPC) applications on massive 
numbers of processors, the efficiency of the interconnection 
network among compute nodes can become a key performance 
bottleneck [1, 2]. A network topology featuring both low 
latency and high throughput is therefore desired for 
performance scalability. The HyperX topology is considered an 
efficient solution because it is a low-diameter direct network [3, 
4]. However, because a standard HyperX is normally a 
nonreconfigurable topology, bandwidth congestion could 
appear in some links when using a minimal routing strategy [3]. 
To bypass the potential bandwidth bottleneck, non-minimal 
adaptive routing strategies are required, however, the adaptive 
routing strategies often result in additional latency due to the 
longer path length. In this paper, we propose a flexible HyperX 
topology with silicon photonic (SiP) switches that are inserted 
in the network, to relieve congestion and also to maintain low 
latency using a minimal routing strategy. We construct an 
experimental test-bed and observe the proposed scheme 
improves total application execution time by 20%. 

II.  SYSTEM ARCHITECTURE AND OPERATION 

 The HyperX topology is a generalized topology covering 
Hypercube and Flattened Butterfly topology [3, 4]. HyperX is 
also a direct network since the Electronic Packet Switches 
(EPSs) are fully connected in each dimension. Fig. 1 shows 

three examples of a two-dimensional standard HyperX 
topology. The minimal routing in the HyperX topology requires 
at most two hops. As shown in Fig. 1(a), the traffic stream from 
EPS2 to EPS8 needs two hops whereas the traffic stream from 
EPS7 to EPS8 needs only one hop. As will be shown in the 
following, the minimal routing can lead to bandwidth 
congestion when multiple traffic streams share the same link in 
the standard HyperX topology.  
 We have built a 16-node HPC testbed arranged in a flexible 
HyperX topology, as shown in Fig. 2. The testbed consists of a 
data plane and a control plane. The control plane includes a 
Ryu-based SDN controller serving as the top-level management 
of both the EPSs through the OpenFlow protocol and our 
designed FPGA controller. In the control plane, the ToR EPSs 
are controlled and monitored through the OpenFlow protocol. 
Our FPGA controller is used to bias the SiP switch, 
manufactured by AIM photonics, to perform wavelength and 
spatial switching for bandwidth steering [5]. The data plane 
includes 16 servers, one microring resonator (MRR) SiP switch, 
and eight EPSs. In the data plane, each EPS is attached to two 
servers using 10G SFP+ electrical transceivers. The EPSs are 
also wired in two groups of mesh topology using 10G SFP+ 
electrical transceivers.  The two groups of mesh topology are 
then connected using 10G SFP+ optical transceivers in the C-
band as shown in Fig. 2. Compared to the standard HyperX 
topology, our proposed flexible HyperX topology integrates 
SiP switches so that optical circuit switching can be operated 
within a conventional electronic packet switched environment 
to flexibly exploit the communication bandwidth while 
maintaining low communication latency.  

 
 

 
 

 
Fig. 1. Three examples of HyperX topology [3, 4]. T, terminals of compute 
nodes. EPS, electrical packet switch. 

 

 

 
 
Fig. 2. Proposed testbed consisting of a HyperX topology and a SiP MRR 
switch. EPS, electrical packet switch. 
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III.  EXPERIMENTAL RESULT AND ANALYSIS 

 To realize our proposed flexible HyperX topology, we first 
study the bandwidth congestion and run a synchronized data-
parallel distributed deep learning application using ring-
allreduce algorithm over a standard HyperX topology. The deep 
learning application we run in this study is MobileNetV2, a 
convolutional neural network for mobile architecture [6]. The 
assignment of physical machines is done as shown in Fig. 3(a). 
Figure 3(c) shows the throughput between EPS7 and EPS8 
which includes flows traversing EPS2 to EPS8, from EPS1 to 
EPS7 and between EPS7 and EPS8. As shown in Fig. 3(c), the 
throughput between EPS7 and EPS8 occupies the majority of 
the full 10G link capacity, indicating the traffic is mostly 
congested. In addition, since a ring-allreduce communication 
bandwidth is determined by the link having the lowest 
throughput in the standard HyperX topology, we can observe 
the maximum communication bandwidth is approximately 5 
Gbps, limited by the bandwidth congestion. An application 
execution time of 2105-second is observed. 
        The bandwidth congestion can be effectively relieved by 
using SiP switch-enabled bandwidth steering, as shown in Fig. 
3(b). For example, with an optical circuit using the SiP switch, 
we can have a direct route between EPS2 and EPS8, and 
between EPS1 and EPS7. By doing so we can bypass the link 
between EPS7 and EPS8 in the standard HyperX topology, and 
thereby relieve the congestion. As shown in Fig. 3(d), the 
throughput between EPS7 and EPS8 is now reduced to 
approximately 6 Gbps, which is lower than the full 10G link 
capacity. Moreover, as shown in Fig. 3(d), we can observe the 
ring-allreduce communication bandwidth becomes 
approximately 6 Gbps, which is 20% higher than the 5-Gbps 
communication bandwidth shown in Fig. 3(c). Due to the 
enhancement of the communication bandwidth, executing the 
application only needs 1665 seconds in the bandwidth-steered 
HyperX topology, which is 20% faster than the application 
execution time in the standard HyperX topology. 
 
 

IV.  CONCLUSION 

In this paper we propose a flexible HyperX topology and 
experimentally demonstrate SiP switch-enabled bandwidth 
steering. Since the topology integrates a SiP switch, the optical 
circuit switching can create a direct one-hop route for the traffic 
streams that normally need two-hop routes in the standard 
HyperX topology with a minimal routing strategy. Therefore, 
the bandwidth steering effectively relieves the congestion in the 
standard HyperX topology, and exhibits a 20% performance 
improvement of the application execution time. 
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Fig. 3. Switch configuration for standard HyperX topology (a) and bandwidth-steered HyperX topology (b), respectively. T, terminals of compute nodes. EPS, 
electrical packet switch. (c), (d) Throughput in terms of application execution time for some links shown in (a) and (b), respectively.  
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