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Abstract: We developed a fully automated routing algorithm and demonstrate end-to-end
control of a spatial-and-wavelength selective switching fabric. We show full reconfigura-
bility for all channels with error-free signal recovery for modulated signals up to 16 Gbps.
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1. Introduction

The rapid expansion of artificial intelligence (AI) applications has highlighted the need for more efficient network-
ing solutions. Optical switches offer a compelling solution due to their high bandwidth, low power consumption,
and capability to dynamically adapt network topology to traffic demands. Specifically, spatial-and-wavelength se-
lective switches (SWSS) have been proposed to efficiently route massively parallel wavelengths with fine granu-
larity in dense wavelength division multiplexed (DWDM) communication systems [1, 2]. Prior studies on SWSS-
based network architectures [3, 4] have demonstrated improved job completion times for AI training and high-
performance computing workloads using network simulations and small-scale testbed experiments. Scaling up
these architectures requires efficient control of these SWSS’s to realize low end-to-end overhead.

In this work, we develop and demonstrate a fully automated wavelength routing algorithm for a SWSS fabric.
Our end-to-end control operations include 1) constructing an input demand matrix, 2) formulating a graph-based
vertex coloring problem for wavelength channel assignment, and 3) automatic thermal tuning of each individual
component within the SWSS. We evaluate the feasibility of our approach by performing the above three steps
in an experimental testbed where 16 wavelengths are automatically routed in a 4×4×4λ switch, demonstrating
error-free transmission in all cases.

2. Switch Control Algorithm and Results

Prior works [5] have demonstrated the feasibility of Mach-Zehnder Interferometer (MZI) based switching fabrics
and its potential to enhance AI training performance. This work demonstrates how a microring resonator (MMR)
based switch improves upon prior work with higher scalability [1] while reducing the spatial footprint of the
switching elements [2]. In addition, we develop a fully automated control algorithm for switch reconfiguration.

Fig. 1. (a) 4×4×4λ switch test setup. (b) Wirebonded 4×4×4λ switch fabricated by AIM Pho-
tonics. (c) Example input demand matrix. (d) Block-diagram of a fully configured switch.

Our switch control algorithm first receives an input demand matrix (Fig. 1c) where each tuple entry (I, O, λ )
represents a signal with input I, output O, and wavelength λ . The algorithm then converts this configuration into
a graph G(V,E), where each node (v ∈V ) represents a signal tuple, and each edge (e ∈ E) denotes the association
between two signals. An edge exists between two nodes if they share the same I, O, or λ . We apply the Vertex-
Coloring algorithm on G to configure the switch channels where the color assignments are mapped to each column
bus in Fig. 1d. This assignment maps each signal and its corresponding wavelength to specific MMR channels on
the switch from input to output, while ensuring that no two identical wavelengths share the same bus. We then



apply a pre-calibrated voltage tuning function that calculates and sets the thermal tuning voltage to the MRR
switch channels, aligning their resonance to the desired wavelength λ based on the wavelength mapping.

Fig. 2. (a) Schematic of the experimental setup. (b) Input and output transmission spectrum across
spatial ports. (c) Bit Error Rate (BER) performance of configured switch channels. (d) Modulated
signal eye diagrams for all spatial ports and wavelength channels.

We built our test setup shown in Fig. 2a to transmit and then recover a modulated pseudo-random bit sequence
1013 − 1 bit (PRBS13) signals at 16 Gbps per wavelength. We used four WDM channels starting from 1533 nm
to 1542 nm spaced at 3 nm intervals shown in the top row of plots in Fig. 2b. By using a subset of the signals
from Fig. 1c, we observe the distribution of signals after the algorithm has completed routing in the second row of
plots in Fig. 2b. Our results show low BER and open eye diagrams in Fig. 2(c, d) respectively which leads us to
conclude error-free signal recovery of PRBS13 signals at 16 Gbps after switch routing and reconfiguration.

This demonstration of end-to-end control of SWSS interconnects offers an efficient solution to current
bandwidth and power consumptions bottlenecks in network architectures. Our implementation enables the co-
integration of SWSS interconnects with electronic network infrastructure that is highly scalable and is fully auto-
mated to meet changing network traffic demands.

3. Conclusion

We developed an automated routing algorithm that demonstrates full reconfigurability across all spatial and wave-
length channels. Using the 4×4×4λ architecture, we showed that we can achieve error-free signal recovery for
modulated signals up to 16 Gbps after being rerouted through several switch channels.
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